Discrete Element Modelling of uniaxial compression test of hardened concrete
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Abstract
This paper is about the modelling of the compressive strength of hardened concrete by using Discrete Element Method. A short description of the Discrete Element Method is given and the process of the model development as well as the modelling of a uniaxial compression test of a hardened concrete cube is introduced. The aim of the study is to simulate the material behaviour and see how exactly the parameters in the Discrete Element Method can be set up.
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I. Introduction of the Discrete Element Method

The Discrete Element Method (DEM) is a family of numerical methods for computing the mechanical behaviour of materials or structures consisting of a large number of particles. In engineering tasks structures often have to be modelled which are composed of granulated material or bricks, and whose components are not connected to each other in a material level. DEM is, therefore, mostly used to model grains, soil, fractured rock, masonry structures like domes and arches. DEM is used extensively to study granular media of no cohesion (Cundall, Strack, 1979), soils with cohesion (Liu et al, 2003; Yao, Anandanarajah, 2003), rock (Moon et al, 2007; Potyondy, Cundall, 2004), asphalt (You, Buttlar, 2004; You et al, 2008; Liu, You, 2009), geotechnical and geological studies (Campbell et al, 1995; Hardy, Finch, 2006; Hazzard, Young, 2004), for the interaction of granular media (soil and rock) (Kanou et al, 2003). In the last two decades the DEM has been successfully applied in various areas of mining, powder metallurgy, civil engineering and in the oil industry. Recently, DEM is also used for the modelling of the behaviour of fresh concrete (Shyshko, Mechthercherne, 2013; Hoornahad, Koenders, 2014; Remond, Pizette, 2014) and hardened concrete (Tran et al, 2011; Iturrioz et al, 2013; Zivaljic et al, 2014; Riera et al, 2014).

A numerical technique is said to be a discrete element model if:
- it consists of separate, finite-sized bodies (discrete elements) and each of those elements are able to displace independently of each other,
- the displacements of the elements can be large,
- the elements can automatically come into and loose contact (Cundall, Hart, 1992).

With advances in computing power and numerical algorithms for nearest neighbour searching, it has become possible to numerically simulate millions of particles on a single processor (Zhu, 2007). Today DEM is becoming widely accepted as an effective method of engineering problems in granular and discontinuous materials, especially in granular flows, powder mechanics, and rock mechanics. Recently, the method was extended to incorporate Computational Fluid Dynamics (CFD) and Finite Element Method (FEM) and take thermodynamic effects into account. Discrete element methods are relatively computationally intensive, which limits either the length of a simulation or the number of particles. Due to that reason, the method only became practical for engineers in the 1990s, when the computer technology reached the appropriate level where engineers were able to model realistic problems.

If the technical background is given, DEM can be used to examine a wide variety of granular flow and rock mechanics problems. DEM allows a more detailed study of the micro-dynamics of powder flows than is often possible using physical experiments. For example, the force networks formed in a granular media can be visualized using DEM. Such measurements are almost impossible in real experiments with many small particles.

Any type of discrete element model is made up of two basic components: the elements and the contacts between them. The elements may either directly correspond to the physical units of the analyzed system (e.g. stone voussoirs, sand grains, bricks), or the collection of elements as a whole represents a collection of a much larger number of real particles. The element can have different shapes, even a concave shape, but from a computational point of view circular (2D) or spherical (3D) elements are the easiest to handle, thus they are the most widely used in the current software packages (Bagi, 2012). The elements can be either perfectly rigid or deformable, depending on the application. The contacts are formed when two (or more) elements get in contact. If the distance between the points of two elements decreases to zero then the elements are considered being in contact. This distance can be even less than zero: in this case then the elements intersect with each other, and the magnitude of the overlap defines a compression force...
magnitude acting between the two elements. Other contact force components like frictional force, bending moment, tension or torsion are also possible to incorporate. The relationship between the motion of the particles and the forces can be described with Newton's second law. The force system may be in static equilibrium (in which case, there is either no motion at all, or motion occurs only with constant velocities), or it may be such as to cause the particles to accelerate.

The distinct element method is a version of DEM proposed by Peter A. Cundall in 1971 (Canou et al., 2003). In this method every particle is regarded as a perfectly rigid element and the behaviour of this element is expressed by the equations of motion of extended bodies. A spring is provided between rigid elements which make contact with each other so as to express the interaction of force between them. Then, the equations of motion of each rigid element are solved by numerical integration along the time axis, whereby the behaviour of the element is analyzed. The time integration method works with the central difference method, an explicit solver.

2. Modelling with DEM
During the present research a commercially available DEM software package, the Particle Flow Code (PFC3D) of Itasca was used, which is based on the following theoretical assumptions:
1. The particles are treated as rigid bodies.
2. The contacts occur over a vanishingly small area (i.e. at a material point).
3. Behaviour at the contacts is described by a soft-contact approach where the rigid particles are allowed to overlap one another at contact points, and the relative displacements of the two material points forming the contact are considered to reflect the contact deformations which are related to the contact forces.
4. The magnitude of the overlap is related to the compression component of contact force via the corresponding force displacement law, and all overlaps are small in relation to particle sizes.
5. Bonds (i.e. tension-resisting contacts) can also exist between particles.
6. All particles are spherical. However, super-particles of arbitrary shape (“clumps”) can be created: overlapping spheres may be glued together to form an irregular particle. Hence, a clump consists of a set of overlapping spherical particles, and behaves as a single rigid body with deformable contacts with its neighbours.

In addition to traditional particle-flow applications, PFC3D can also be applied to the analysis of solids. In such models the continuum behaviour is approximated by treating the solid as a compacted assembly of many small particles. In PFC3D the particles are linked with contacts which arise when the distance between two particles vanishes. To the analysis of solids so called cemented contacts can be applied which can simulate the binder between the particles. Measures of stress and strain rate can be defined as average quantities over a representative measurement volume for such systems. This allows one to estimate interior stresses for granular materials (e.g. soils) or solid materials (e.g. natural stones, metals or plastics).

The PFC3D particle-flow model includes two types of elements: balls (spherical particles) and walls. Walls allow the user to apply velocity boundary conditions to assemblies of balls for purposes of compaction and confinement. The balls and walls interact with each another via forces that arise at the contacts. The equations of motion are satisfied for each ball. However, the equations of motion are not considered for walls (i.e. forces acting on a wall do not influence its motion). Instead, wall motions are specified by the user.

The calculations are performed in PFC3D by using two types of rules:
- Newton's second law is applied to determine the motion of each particle arising from the contact and body forces (not applied to walls, since the wall motion is specified by the user).
- Force-displacement law is used to update the contact forces arising from the relative motions at the contacts.

The first step of the discrete element modelling is the preparation of the geometrical model. In this step the position and the shape of the elements are specified. The definition of the geometrical model is relatively simple if the discrete elements exactly correspond to the units of the real structure. However, in several cases (e.g. sand, corn grains stored in a silo, concrete) thousands of densely packed elements (representing a huge number of real particles) have to be defined randomly. In this case a random dense initial arrangement of contacting elements is needed to be prepared. The existing several techniques can be categorized into three main groups:
1. Dynamic techniques: In this case the preparation of the initial arrangement is made by the DEM code itself (Bagi, 2012). The elements, initially located far from each other (placed either randomly, or according to a regular arrangement), are pushed into a sufficiently dense arrangement by different ways (e.g. gravitational deposition, isotropic compression, etc), while the motion of each element is followed by the DEM code itself. This method is computationally expensive because each movement of a particle requires the solution of the relevant differential equation.
2. Constructive algorithms: In these algorithms the assemblies are prepared with the help of purely geometrical calculations. The user is able to avoid the simulation of the dynamics of particle motions. Therefore, these algorithms are more efficient by orders of magnitude, but the chosen method must be programmed. From these methods the SSI (Simple Sequential Inhibition) method is used in the PFC3D codes. In this case the spheres of given diameters are placed at random positions in the domain of interest. If a newly placed particle intersects a previous one then the new particle is rejected and the algorithm places another particle into another part of the domain. This process runs after a pre-defined high number of unsuccessful tries to place a new particle in the domain.
3. **Collective rearrangement techniques:** In these methods the number of particles is defined by the user and this number is fixed during the sample preparation process. Initially the particles are placed randomly in the domain of interest. Overlaps are allowed and their sizes are reduced during the process by moving the balls. In every step the displacements of each particle are calculated from the overlaps, similarly to the dynamic techniques. These techniques, like the dynamic methods, are rather time-consuming.

Several contact models can be applied in PFC3D to simulate the material behaviour (PFC3D User’s Guide, 2008). The contact model shows how to derive the contact forces from the deformations (here the deformations mean the relative displacements of the two material points being in contact). PFC3D provides two standard contact models for the compression force component (linear and Hertz), which do not consist tensile resistance; and two types of tension-resisting contacts (contact bond and parallel bond). In addition, alternative contact models can be developed by the user. The linear and Hertz models describe the force-displacement behaviour for particle contact occurring at a point. The parallel-bond component, on the other hand, describes the force-displacement and moment-rotation relations for cementitious material existing between the two balls. These two behaviours can occur simultaneously, in the way that one can have a cementitious material (parallel bond), but in the material the particles can also come in contact with each other (linear or Hertz model).

A time stepping algorithm is applied to calculate the movement of the particles, which requires the repeated application of the law of motion to each particle. In the calculation cycle the force-displacement law is used to each contact, and in every cycle the wall positions are also updated. Contacts, which may exist between two balls, or between a ball and a wall, are formed and broken automatically during the course of a simulation. At the start of each time step the set of contacts is updated from the known positions of particles and walls. The force-displacement law is then applied to each contact to update the contact forces based on the existing relative displacement between the two entities at the contact. Next, the law of motion is applied to each particle to update the velocity and position, based on the resultant force and moment arising from the contact forces and any body forces (gravity etc.) acting on the particle. Also, the wall positions are updated based on the specified wall velocities (Fig. 1).

**Fig. 1.** Calculation cycle in PFC3D (PFC3D User’s Guide, 2008)

3. **Material genesis**

In the present study the compression stress–strain performance of a standard concrete cube (150 mm) was modelled with DEM and was verified with laboratory experiments. The concrete was modelled with a large number of discrete elements (Fig. 2), each of them being spherical. The element diameters in the model of the concrete cube were based on the aggregate sizes used in the real material. In the model the actual particle size distribution of the aggregate used for the reference concrete was intended to approximate. The particle size distribution was compiled from the applicable grading limit curves for 16 mm maximum particle size flint aggregate, taking into account the minimum demand of cement paste (void volume) of the fully compacted aggregate bulk. The minimum and maximum diameter of the elements was 1 mm and 16 mm respectively. The particle size distribution of the original material is given in Table 1.

<table>
<thead>
<tr>
<th>Particle size</th>
<th>Proportion</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-4 mm</td>
<td>40 %</td>
</tr>
<tr>
<td>4-8 mm</td>
<td>22 %</td>
</tr>
<tr>
<td>8-16 mm</td>
<td>38 %</td>
</tr>
</tbody>
</table>

**Table 1.** Particle size distribution of the aggregate in the concrete sample studied

The three particle size fractions (0-4 mm, 4-8 mm and 8-16 mm) were created and the volume of fractions was set regarding the particle size distribution of the original aggregate material. During this phase of the modelling one has to specify five parameters to every fraction:

1. The minimum radius of the material in the fraction.
2. The radius ratio; that is the ratio of the maximum to the minimum radius.
3. The ratio of the volume of the particles in the given fraction, related to the total volume.
4. The distribution type of the given fraction. In the present study the fractions are uniformly distributed.
5. The name of the fractions to identify them.

To improve the speed of the computation, the built-in functions offered by the software can be used. These built-in functions use constructive algorithms, which are more effective in certain cases where the difference in size among the balls is large. An extensive set of supporting algorithms are required if one would like to model a solid material correctly.
These algorithms are:
- to create the synthetic solid by using constructive algorithms,
- to determine the required macroscopic properties of the material, by subjecting it to simulated laboratory testing,
- to either apply stress boundary conditions or install a specified stress field within the solid,
- to monitor and visualize damage formation within the solid.

These algorithms are built in the software into a given storage of supporting algorithms, called FishTank, which name refers to the FISH programming language that used in PFC3D. To model concrete the so called Material-Genesis Procedure was used, which produces a material consisting of grains and cement concrete the so called Material-Genesis Procedure was used, as assemblies can contain a large number of floating material strength (less than 0.01% of the uniaxial compressive principal stresses). This is a typically low value relative to the shear and normal stiffness and strength of the bonds. To set up the parameters correctly a uniaxial compression test in PFC3D was completed and compared to the experimental results. The initial values of the different parameters were obtained from the literature on concrete modelling (Szilágyi, 2009). The bulk modulus of the balls is considered as a constant (it is equal to 1), corresponding to the infinite rigidity of the elements.

Parameters of the elements:
- Bulk modulus = 1 (infinitely rigid discrete elements)
- Ball or bulk density = 2300 kg/m³ (density of concrete)
- Friction coefficient = 0.40

Parameters of the parallel bonds (Szilágyi, 2009):
- The mean value of the normal strength = 5×10⁷ N/m²
- The standard deviation of the normal strength = 5×10⁶ N/m²
- The mean value of the shear strength = 3×10⁶ N/m²
- The standard deviation of the shear strength = 3×10⁵ N/m²
- The stiffness of the parallel bonds = 3×10¹⁰ N/m²

The standard deviation of the normal strength was set to tenth of the mean value of the normal strength during the modelling, based on literature recommendations. To find the final parameters of the model, which represent the real behaviour of the material, an iteration method was applied. This is the usual solution in case of DEM models during the verification phase. The verification was made with the help of the uniaxial compression test.

The iteration process had the following steps:
1. Set the parameters (mean strength and standard deviation of the strength of the parallel bonds) of the model to a given value. These two parameters have the largest effect on the normal stiffness of the model, therefore, they were adjusted first during the iterations. The other parameters had only minor effects, so those parameters were modified after the iteration phase during the fine-tuning of the model.
2. Generating the model with a dense packing.
3. Run a uniaxial compression test.
4. Compare the value of the test with the results of the laboratory tests. If the value of the normal strength is higher in the model, then the mean strength of the parallel bonds can be reduced, if the value of the normal strength is lower in the model, then the mean strength of the parallel bonds can be increased until the same result as in the experimental test was reached.
After the appropriate properties of the model were selected, four additional models were generated with the same average properties but differing from each other by the random nature of the particle-level geometry generated. Testing and analyses were carried out on the five models. The aim was to study the statistical nature of the behaviour, and to be able to avoid extreme numerical results in the analyses.

5. Compression test

The compression test can be simulated by the built-in functions of the PFC3D software pre-programmed in the Fishtank, and the user can calibrate the test to the actual specimen of interest. The process is the following. First the sidewalls of the sample are deactivated. It can be given, which walls are the sidewalls of the sample and the test can be done along all three axes. The friction of the remaining walls is set to a high value, because in case of the real test, the friction between the loading plate and the sample is high. The bottom wall remains fixed and the top wall pushes the sample with a given force or velocity until it destroys the sample (i.e. the sample is not able to bear any more stress). The software tracks the bond break events during the investigation which represent cracks. The cracks are defined with the Crack-Initiation Stress, which is controlled by the ratio of standard deviation to mean material strength (PFC3D User’s Guide, 2008). If the ratio increases, it reduces the stress at which the first crack initiates. It is usually observed that the Crack-Initiation Stress in a PFC3D specimen underestimates the Crack-Initiation Stress measured during laboratory experiments. The Crack-Initiation Stress is defined as the axial stress at which a specified fraction of the total number of cracks exists in the model at the point when the peak stress is obtained. When the test is finished, the software saves the results into a text file and one can analyze it without running the program. The results are given in three different ways since the software is able to measure stresses in a different ways. The three types are:

- wall-based results,
- by using gauge particles,
- by using measurement spheres.

All the three measurement methods can be used for measuring both stresses and Young modulus. The result of the compression test can be considered successful if the Young modulus has almost exactly the same value as it was given in the parameter settings. If the Young modulus is different then the model is not numerically stable (by proceeding the compression test, very different results can be received) and the parameters are not well defined.

The result of the compression test was used to calibrate the model by the comparison with the laboratory test results. The laboratory test was carried out in laboratory of the Budapest University of Technology and Economics (BME), Department of Construction Materials and Engineering Geology. To determine the real compressive strength of the reference concrete an Alpha 3-3000 S type (Form-Test) universal hydraulic testing machine was used (Fig. 4). Standard cube (150 mm) specimens were prepared, which were stored under water for 7 days and under laboratory condition for 21 days. Before the tests the specimens were dried in oven at 40°C temperature. Compressive strength testing was carried out according to EN 12390-3. Average value of the compressive strength for the reference concrete was found to be $f_{cm} = 54.2$ N/mm$^2$.

![Compressive strength testing](image)

6. Results

The final values of the parameters of the DEM model were reached after several iteration steps. The most important results are indicated in Table 2. It can be realized that the proper set of the parameters resulted exact coincidence of the normal strength with the compressive strength recorded during the laboratory tests.

As it was mentioned above, four additional models were also generated. In the numerical compression tests, the generated models behaved very similarly to each other and gave almost the same normal strength value than that of the compression test of the first model. All values were in a 0.5% range compared to the result generated by the first model (Table 3).

![Table 2. Calculated internal forces](image)

<table>
<thead>
<tr>
<th>No. of the model</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal strength</td>
<td>54.24</td>
<td>54.19</td>
<td>54.26</td>
<td>54.03</td>
<td>54.20</td>
</tr>
</tbody>
</table>

Table 3. Normal strengths corresponding to the five models

From the values given in Table 3 the Young’s modulus of the concrete can be recalculated by Eq. (1):

$$E_c = 10.000 \times \frac{f'_c}{f_c}$$  \hspace{1cm} (1)

where, $f'_c$ is the normal strength of the model. By using an average value of the model data, the value of the recalculated Young modulus is $37840$ N/mm$^2$ that gives considerably good agreement with the Young’s modulus of $34578$ N/mm$^2$ recorded during the laboratory tests.
The process of the compression test can be plotted by using the PFC3D software, which monitors the deviatoric stress in the function of axial strain during the test procedure. Fig. 5 shows the plot of deviatoric stresses over axial strain. The curve from the model behaves quite similarly to the typical concrete stress-strain curves. As a difference it can be seen, that at the initial stage of the curve the wave of response can be observed. In case of the real laboratory tests this stage is linear. The behaviour was observable in case of all the five models tested numerically. During the phenomenon, first the stress increases fast without large strains, later it turns to the opposite and one can observe strain increments without significant stress changes. The behaviour can be explained by the structure of the DEM model, which contains bonds and particles. After the material genesis procedure the model is stable and until a given point (depending on the stiffness of the parallel bonds) no bonds are breaking and the model has no significant deformations. However, after some parallel bonds become broken and some particles (mostly in the vicinity of the loading planes; it is a local behaviour of the model) are able to make movements, a deformation occurs in the model. When a new stable configuration is formed, the process can be started again. After some cycles this behaviour vanishes since the pressure influences the complete volume of the specimen and the local behaviour becomes global. It can be seen in Fig. 5 that the axial strain resulted from the model gives reasonable value of 3 to 5‰ typical for concretes in the range of compressive pressure influences the complete volume of the specimen and again. After some cycles this behaviour vanishes since the stress increases fast without large strains, later it turns to the opposite and one can observe strain increments without significant stress changes. The behaviour can be explained by the structure of the DEM model, which contains bonds and particles. After the material genesis procedure the model is stable and until a given point (depending on the stiffness of the parallel bonds) no bonds are breaking and the model has no significant deformations. However, after some parallel bonds become broken and some particles (mostly in the vicinity of the loading planes; it is a local behaviour of the model) are able to make movements, a deformation occurs in the model. When a new stable configuration is formed, the process can be started again. After some cycles this behaviour vanishes since the pressure influences the complete volume of the specimen and the local behaviour becomes global. It can be seen in Fig. 5 that the axial strain resulted from the model gives reasonable value of 3 to 5‰ typical for concretes in the range of compressive strength of the reference concrete used in the laboratory tests.

It can be concluded that the presented numerical simulations and experimental verification has been clearly demonstrated the possible use of DEM for a suitable approximation of the behaviour of concrete material under uniaxial compression test.

**Fig. 5.** The deviatoric stress vs. the axial strain during the compression test procedure.

7. Future work

It has been demonstrated by the presented laboratory and numerical simulation results that DEM can be a robust tool for the modelling of stress-strain behaviour of hardened concrete in compression as well as for the accurate estimation of Young’s modulus and (cube) compressive strength of hardened concrete. The developed model is planned to be submitted to different refinements in which the effect of aggregate particle size distributions, aggregate shapes, different cement types and specimen geometries can be studied; that are addressed to future work.

8. Conclusions

It was shown in this paper – based on the evaluation of a numerical simulation and experimental verification – that Discrete Element Method (DEM) is capable of modelling the uniaxial compression testing method of hardened concrete cube specimens, and after a sufficient parameter set up the model can led to results that are strongly correlated to real laboratory test observations. Compressive strength, Young’s modulus and stress-strain response can be reproduced with high accuracy. With the help of DEM modelling, the laboratory test procedures can be easily simulated and the numerical tests can be repeated multiple times to follow random material behaviour. Statistically reasonable results can be created without the need of a large companion of laboratory tests that may add to the better understanding of material behaviour and failure process of hardened concrete.
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Best-documented, most trusted and most quoted DEM software over the last 15 years

- Long-range interactions based on distance at which contacts are created (Electro-magnetic, gravity)
- New Physics
- Extended
- Built-in text editor for writing data files and scripts, including syntax highlighting and validation.
- Advanced post-processing including easy-to-use and customize high-quality animation scripts.
- Query tools for interactive display of particle properties (e.g., ID, radius, velocity, spin, etc.).
- Stereonet and rosette charts for rock mechanics applications.

PFC™ Version 5.0
General Purpose Discrete-Element Modeling Framework

- Dramatically Improved Performance
  • Fastest time-to-solution available today, with the latest in parallel algorithms.
  • Automatically tuned spatial searching and contact detection for complex particle-size distributions and rapid granular flow problems.

- Simplified Model Creation
  • Rhino CAD front end for complex wall and particle shape design. Rhino is the most user-friendly modeling package in the market.
  • Practical and straightforward material property assignments with the Contact Model Assignment Table (CMT) concept.
  • Simple commands for controlling particle sample size distribution, target porosity, etc.
  • Powerful periodic space support for particles and contact models.
  • Discrete Fracture Networks (DFNs) can be generated using imported fracture statistics.

- Improved Graphical User Interface
  • Query tools for interactive display of particle properties (e.g., ID, radius, velocity, spin, etc.).
  • Advanced post-processing including easy-to-use and customize high-quality animation scripts.
  • Built-in text editor for writing data files and scripts, including syntax highlighting and validation.

More Powerful Scripting

- Deep scripting with both Python and FISH gives access to every variable and sub-model in the simulation.
- Extended FISH language and libraries including arguments, local variables, new data types, simplified looping constructs and FISH in command lines.
- A FISH-variable explorer allows users to view variable values during model creation and simulation.

New Physics

- Long-range interactions based on distance at which contacts are created (Electro-magnetic, gravitational, capillary interactions).
- Easy coupling with any open-source Computational Fluid Dynamics software or computational fluid dynamics simulator.
- Easy gradual addition of any quantifiable physics using deep scripting.
- Best-documented, most trusted and most quoted DEM software over the last 15 years.
- Available both in 2D and 3D.
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